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Abstract: Hands-free robot teleoperation and augmented reality have the potential to create an
inclusive environment for people with motor disabilities. It may allow them to teleoperate robotic
arms to manipulate objects. However, the experiences evoked by the same teleoperation concept and
augmented reality can vary significantly for people with motor disabilities compared to those without
disabilities. In this paper, we report the experiences of Miss L., a person with multiple sclerosis,
when teleoperating a robotic arm in a hands-free multimodal manner using a virtual menu and
visual hints presented through the Microsoft HoloLens 2. We discuss our findings and compare her
experiences to those of people without disabilities using the same teleoperation concept. Additionally,
we present three learning points from comparing these experiences: a re-evaluation of the metrics
used to measure performance, being aware of the bias, and considering variability in abilities, which
evokes different experiences. We consider these learning points can be extrapolated to carrying
human–robot interaction evaluations with mixed groups of participants with and without disabilities.

Keywords: robot teleoperation; augmented reality; learning points; case study; hands-free interaction;
people with motor disabilities

1. Introduction

Robots and assistive devices have taken a caregiving role for the aging population
and people with disabilities [1–3]. For people with physical impairments, such as motor
disabilities, assistive robotics provides a set of opportunities that can enhance their abilities.
People with Motor Disabilities (PMD) have restricted mobility of the upper and/or lower
limbs and could perform reaching and manipulation tasks using robotic arms. An example
of this is the Lio robot, which is presented as a “multifunctional arm designed for human-
robot interaction and personal care assistant tasks” and has been used in different assistive
environments and health care facilities [4].

Many PMD maintain their ability to use eye gaze, head movements, and speech and
use those abilities to interact with other people and the environment. These abilities can be
used as hands-free input modalities which can be suitable for robot control [5]. Further, a
multimodal approach to robot teleoperation may complement the use of some modalities.
For instance, head movements complement eye gaze for pointing and can be coordinated
with speech [6]. Park et al. [7] proposed using eye gaze and head movements as a hands-
free interaction to perform manipulation tasks with a robotic arm. Added to multimodality
in teleoperation, augmented reality (AR) has gained popularity in robotics as a medium to
exchange information, primarily using Head-Mounted Displays (HMDs) [8]. Moreover,
using AR in robot teleoperation allows to enhance the operator’s visual space and provide
visual feedback within the operator’s line of sight.

The experiences of people with and without disabilities may vary greatly, even when
handling an experiment under the same environmental and instrumental conditions. These
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changes derive from the differences in abilities from each group. Culen and Velden [9]
discuss methodological challenges when using participatory design with vulnerable groups
derived from differences in cognitive and physical abilities. Moreover, Shinohara et al. [10]
specified crucial differences about the use and perception of technology from people with
and without disabilities. PMD may have different needs and expectations even when
sharing a diagnosis [11] or having a common goal, e.g., at sheltered workshops [12].
We build upon those findings to present a perspective from an Individual with Motor
Disabilities (IMD) about a teleoperation concept that was already tested with participants
without disabilities [13].

The contribution of this paper is to provide insights from an IMD about a teleoperation
concept of a robotic arm using AR (Microsoft HoloLens 2 [14]) in a pick-and-place task. We
briefly present our interaction concept to allow for a detailed description of the experience
of our participant. Further, we put that experience in context with those of people without
disabilities. This allows us to present some reflections about similarities and differences in
their experiences and learning points from carrying out such analysis. Our goal is to spread
the perspectives of PMD and add to the body of knowledge about Disability Interaction
(DIX), specifically to the third point in Holloway’s DIX action plan by reporting in-the-wild
studies testing solutions with people with disabilities [15].

2. An Augmented Hands-Free Teleoperation Concept

We use a multimodal hands-free approach through head orientation (yaw and pitch)
and voice commands to teleoperate a robotic arm in a co-located space to perform pick-and-
place tasks. This interaction concept, akin to “Put-that-there” [16], combines speech with
deictic gestures. However, to adapt to the abilities of PMD, we considered head pose to
point instead of hand gestures and combined it with voice commands. The interaction flow
starts with head pointing to mark a position on a workspace and voice commands to commit
an action, e.g., moving the robotic arm to an intended position and grasping/releasing
objects, see Figure 1. We describe our interaction concept as follows:

Figure 1. Diagram of the multimodal hands-free teleoperation.

1. The operator sees a cursor that follows the movements of the head (head pointing).
2. The operator uses head pointing to determine a position on the workspace, then the

voice command “move” directs the robotic arm above the pointed position. The operator
hears a click and the gaze pointer changes sizes to indicate that the command has been
recognized. We set this to provide 1 second to keep or modify the position.

3. Once the operator has determined that the gripper is above a target, the command
“pick” commits the action of grasping, i.e., the gripper moves in the robot’s z-axis toward the
tabletop, closes its fingers, and moves back to the initial position on the z-axis (height) again.

4. To release a grasped object, the command “place” moves the gripper in the z-axis
toward the tabletop, opens its fingers to release the object, and moves to the initial position
on the z-axis (height) again.

Additionally, our control interface presents two sets of virtual buttons anchored to the
real gripper, which are activated by dwelling (Figure 2). The first set of buttons (yellow)
rotate the robot’s gripper (10 degrees per second) to the left or right. The second set of
virtual buttons (blue) activate a precision mode where the robotic arm follows the operator’s
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head yaw and pitch. The top blue button uses head’s yaw to move the robotic arm left or
right and pitch to move it front or back, i.e., x,y pane. The lower blue button uses head’s
pitch to move the gripper toward or away from the workspace, i.e., z-axis. This mode is
intended to allow for fine adjustment of the position of the robot above a target object.
The speed we use ranges from 0 to 800 mm/s and the operator can control the speed by
directing the cursor further from the gripper (fast movement) or closer (slow movement) to
it. For instance, if the operator moves the cursor to the workspace’s borders, the gripper
will move faster. When any of the buttons is activated, the rest of them are hidden to avoid
Midas touch problems [17].

We added shortcut commands that perform some actions: the command “turn” rotates
the gripper on/to 90° and the command “down”, which executes the same action as the
z-movement button, but it reduces the time needed to execute an action. It moves the
gripper to half of the calculated distance from its current position to the tabletop.

Figure 2. Study scenario with a view of the interface from the HoloLens.

We have previously reported the conceptualization and experiences of people without
motor disabilities using two types of augmented visual cues (basic and advanced) in [13].
This case study builds upon that work and further investigates the use of basic augmented
visual cues for PMD. Participants without disabilities did not express having problems
with the input modalities (voice commands, head movements) or identifying the virtual
elements in the environment.

3. A Case Study—Miss L.

We report on the experience of an IMD, Miss L., when teleoperating a robotic arm using
our multimodal hands-free teleoperation concept. Miss L. has been involved in testing
different assistive technologies for over 10 years and therefore possesses a certain level of
experience. She has teleoperated different robotic arms, e.g., Kinova [18], Kuka iiwa [19],
UR5 [20], tested different devices and sensors, as well as tried out various teleoperation
interaction concepts. This allows her to provide broader insights and establish comparisons
between different technologies and interactions grounded on her experience. Additionally,
her assessments may be more critical and realistic than the ones from a novice user. In fact,
we believe that her experiences minimize the influence of novelty and therefore allows a
more ecological valid evaluation of the teleoperation interaction concept.

3.1. A Personal Background

Miss L. is an optimistic and kind person who enjoys reading and being outdoors. She
studied journalism and worked as an editor. In 1988, she was diagnosed with multiple
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sclerosis. Today, she cannot move her legs and arms but maintains her energy and joyful
personality. She describes her diagnosis as “the disease of 1000 faces” and says “I am lucky
that I can still see, but I am shortsighted”. Around 10 years ago, the German Department
of Labour contacted her since they were looking for a person with motor disabilities to join
a research team at the University of Bremen. That led her to move from Berlin to Bremen,
where she joined the Institute for Automation Technology. Since then, she has been testing
different assistive technologies developed at the University of Bremen and the Westphalian
University of Applied Sciences.

She recalls her first experiences with the FRIEND (Functional Robot arm with user
frIENdly interface for Disabled people) robot, which was a robotic arm mounted on a
wheelchair [21]. It was designed to support people with motor disabilities to perform
manipulation tasks in a workplace setting. She describes her experience with it, “I was a
bit hesitant because it was very big and I was always sitting in it.” She adds that, around
that time, she was asked if she wanted to have a robotic arm at home which she declined as
she preferred to have a “human assistant.” However, she expressed, “Honestly, nowadays
after all my experiences with robots, I would like to have a robotic arm at home. Caregivers
have sometimes crazy mood swings, and a robotic arm does not have moods. It will not
have good mood but there is no bad mood either. I would like very much to work with a
neutral robotic arm”.

3.2. Study

We present a study where Miss L. teleoperated a robotic arm to perform a basic pick-
and-place task using our augmented hands-free teleoperation concept, as seen in Figure 3.
The goal was to collect impressions to identify the strengths and downsides about the
overall interaction concept and the technology used for a person with motor disabilities.

Figure 3. Side view of the scenario with Miss L. wearing the Microsoft HoloLens2 while teleoperating
the robotic arm.

The task comprised teleoperating the robotic arm to pick an L-shaped object, rotating
it, and placing it at a specific position on the workspace. The task was performed wearing
the Microsoft HoloLens 2 at 1.5 m away from the workspace, see Figure 3. We collected
subjective impressions using the NASA-TLX [22] to evaluate workload, the System Usability
Scale (SUS) [23] for usability, the Godspeed Questionnaires Series [24]. Our goal was
to determine the robot’s perception, considering four dimensions (animacy, likeability,
perceived intelligence, and safety), and carried out an interview. All the information was
collected in German, analyzed in German, and then translated to English to report it in
this paper.

The session lasted approximately three hours with several breaks in between. First,
we introduced the session, the devices to be used, the goal of the study, asked for verbal
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consent, and carried out a short interview. Then, we showed an introductory video and
proceeded to calibrate the HoloLens. Next, we performed a training task to familiarize her
with the devices, modalities, and overall interaction. After that, we proceeded to perform
the task, followed by the subjective questionnaires and a final interview.

3.3. Findings

We aimed to collect objective and subjective measures of performance of our teleop-
eration concept. However, we experienced a new series of unexpected challenges that
influenced Miss L.’s experiences. She reported having difficulties visually identifying the
cursor that follows head movements. The cursor was needed to activate the robot controls
on the virtual menu (see Figure 2). Additionally, she mentioned that on that particular day,
her voice volume was rather soft and she was not able to speak out very loud. This resulted
in failures to recognize the voice commands.

3.3.1. Questionnaire Results

We present the questionnaire results together with some comments from Miss L.
For some items of the different questionnaires, she elaborated on her line of reasoning
behind them.

The results from the NASA-TLX workload showed mental demand = 50, weight (5);
physical demand = 20, weight (1); temporal demand = 5, weight (0); performance = 75,
weight (4); effort = 15, weight (2); frustration = 50, weight (3); with a total score of 50.
These results show a relatively high frustration and mental demand compared to the other
dimensions, see Figure 4.

Figure 4. Participant’s workload (NASA TLX plot).

The Godspeed Questionnaire prompted the following scores (5-point Likert scale). On
the animacy scale (4.83), Miss L. emphasized the positive characteristics, e.g., “very alive”,
“very lively”, “very lifelike”, “very interactive”. When Miss L. was asked about the robotic
arm being mechanic or organic, she added, “Well, I always give a robot a soul, so I think
the robot was indeed organic”. Regarding the likeability dimension (5), she also expressed
a rather positive attitude, e.g., “I like the robot very much”, “It is a nice robot, it gets a 5”,
“It was a nice and spontaneous experience”. In the perceived intelligence dimension (5),
she added, “I do not think that in any situation the robot was unreasonable”. Concerning
safety (4), she mentioned, “Well, today I have not been on my greatest mood so I have not
been relaxed”.

The SUS Questionnaire (5-point Likert scale) prompted an overall score of 82.5 out of
100. During the questionnaire, she mentioned, “I do not think the system is unnecessary
complex. I sometimes just need a while to understand something but after doing the task
for a few times I understand it”.
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3.3.2. Interview

We present the answers, in verbatim, that Miss L. gave us during the interview. This
interview took place after she teleoperated the robotic arm.

Question 1. What do you think about working with robotic arms? Have you had any
problems in the past?

“In my opinion there were never problems because there is always an emergency
button, so I am not afraid of robotic arms. I do not get easily scared but it is
important to have an emergency button. The hardest part is always to understand
how everything works and what I should do. I do not always know what to do
and I take some time until I fully understand everything.”

Question 2. What do you think about controlling the robot by moving your head and
using voice commands?

“Usually, I like voice commands, but today I do not have a lot of energy to speak.
So that is why the voice commands were not working today for me. The voice
commands are fantastic, but today I am missing energy.

I had another experiment where I had to move my head a lot, and it was very
very very exhausting. But here I did not have to do that. I liked that everything
felt compact.”

Question 3. How did you feel controlling the robot? Can you mention three feelings
that you experience while controlling the robot?

“I think it’s really cool! That is of course rather imprecise. But I felt like a part
that contributed to the development. I thought that it was great.

I was also feeling good, I found it interesting, but I felt frustrated. The buttons
were constantly activating, and I was not able to deactivate them, thus, I could
not use them. When the robot was following the movements of my head, I was
not sure where to look. And I was not able to see where the cursor was. I am
almost blind from the left eye, so maybe that is the reason behind it.”

Question 4. Did you feel any pain or were you uncomfortable when using the
HoloLens or teleoperating the robot?

“No, I did not feel any pain or discomfort.”

Question 5. We know that in previous experiments, you have used an external display
to control the robot. How does it feel to have the robot controls within your line of sight?

“When I need to look at the visual cues and then use the buttons to control
the robot it feels like working with a different display. However, I found those
elements easy to understand. What I really liked was having the buttons just in
front of me, it was like a screen within the screen. I like that they are attached to
the robot.”

Question 6. You had virtual elements that indicated to you the position on the
workspace such as different colors. Which element helped you the most?

“At the beginning, I was not using any of those things. But when you started
asking me about them, I realized that I could actually use them. I found the colors
useful, it was easier to find where objects were with the colored stripes. I liked
the virtual rectangle with the colors at the front. It showed me where the gripper
is. Once I realized that, it got clear to me. But at the beginning I was just ignoring
all of them.

In other experiments when I have teleoperated a robot. I never knew how far the
robot’s gripper was relative to an object. However, when I saw that small virtual
rectangle at the front showing me the color, it helped a lot to realize where I was
on the workspace.”

Question 7. Can you mention three words to describe the system and three words to
describe your feelings while teleoperating the robotic arm?
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“I think it is very good, interesting, and easy to understand. I have positive
feelings towards it but I also felt frustrated because I could not see the cursor, so I
could not activate the menu and then I could not perform the task at all.”

3.3.3. Discussion

The NASA-TLX questionnaires showed a relatively high frustration and mental de-
mand compared to the other dimensions. These results align with the comments expressed
during the interview, where "frustrated" was one of the words used to describe the ex-
perience. We believe that this portrays the challenges that Miss L. experienced when
teleoperating the robotic arm and thus had a decisive role in the workload.

The score of the SUS shows high usability of our overall interaction concept which,
according to Bangor et al. [25], can be interpreted as high acceptability. These results
align with those from the Godspeed questionnaire and hint at positive impressions of the
overall interaction concept. However, we remark the high scores on animacy and perceived
intelligence, as we expected that a collaborative industrial robotic arm and the teleoperation
would evoke low scores on both dimensions.

Industrial robotic arms have anthropomorphic characteristics that relate to their func-
tionality rather than their sociality, such as end-effectors similar to hands and fingers [26].
We consider that these anthropomorphic human-like features, e.g., an arm with soft edges
and a gripper as end-effector, can indeed evoke high scores of animacy. Bartneck et al. [24]
argue that animacy can be attributed to robots as they can react to stimuli and industrial
robotic arms show physical behavior to manipulate objects in the environment in a similar
way to that of a human hand. Additionally, we considered that teleoperation itself would
decrease the perceived intelligence of the robot due to its lack of autonomy. However,
perceived intelligence is more related to competence [24]. Although Miss L. experienced
challenges performing the task, she did not attribute them to the robot but to the character-
istics of her situation on that particular day. Further, seeing the evolution of the robots and
technology used may have influenced the perceived intelligence of the robot. In Miss L.’s
previous experiences, she teleoperated a larger robot with an extra external display and
used a more demanding teleoperation concept as she expressed in the interview (Question
2). The use of AR to present basic robot controls within the operator’s line of sight may
have also simplified teleoperation and influenced the perceived intelligence of the robot.

4. Comparing Findings from People with and without Motor Disabilities

We designed an interaction concept that both people with and without disabilities
could use. We aimed for simplicity in design and presented basic robot controls that
novice users could quickly learn without further training in robotics. However, we encoun-
tered new challenges that an IMD faced, which we did not consider in previous studies
with people without disabilities [13]. We present these findings and the challenges that
Miss L. experienced in two topics, hands-free multimodal teleoperation and augmented
visual cues.

In [13], participants highlighted and often used the terms “useful and precise” to describe
the system. We found those words also mentioned by Miss L. However, we believe that
this needs to be put in context. Miss L. found certain virtual elements useful, especially
to improve depth perception as it can be seen in her answers to Question 6. She did not
refer to the whole teleoperation concept as useful, but she established comparisons to
other teleoperation concepts that she found exhausting and she described our teleoperation
as compact (Question 2). Regarding finding the concept “precise”, Miss L. described it
as rather lacking precision. We believe that this comment represents the challenges she
experienced when trying to move the robot using the virtual basic controls. However,
she also emphasized the improvements on depth perception by using the augmented
visual cues.
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4.1. Hands-Free Multimodal Interaction
4.1.1. Similarities

People without motor disabilities and Miss L. did not experience problems using their
head orientation (yaw and pitch) to make the robot move in the workspace. Additionally,
the choice of words used as voice commands was easily remembered by both groups.

4.1.2. Differences

The voice commands presented challenges for Miss L. This was expressed in a com-
ment mentioning that she feels that she has to speak louder but she was lacking energy.
This resulted in constraints to move the robotic arm around the workspace. The volume
of someone’s voice had not been previously identified as an issue. This aspect invites
reflection on the wide range of variability in the physical abilities of PMD [11]. Besides, an
individual might be comfortable to move their head further left or right on one day but less
on the next one.

4.2. Augmented Visual Cues and the Use of AR
4.2.1. Similarities

Both groups commented about the helpfulness of the visual cues to realize the position
of the robot relative to a target. Moreover, both groups expressed positive and negative
subjective impressions about the augmented visual cues. Overall, both groups expressed
that using augmented visual cues improved their perception of depth.

4.2.2. Differences

For our participant with motor disabilities, the lack of visual acuity in one eye did not
allow us to identify the virtual cursor clearly. This element was crucial to use the dwell
buttons and execute fine adjustments to position the gripper. We believe that increasing the
size of the cursor might mitigate this issue, although further testing would be needed for
this affirmation to be accurate. Derived from this problem, the virtual menu—containing
the basic robot controls—was unintentionally activated several times, possibly pointing to
the downsides of having the menu within the operator’s line of sight. We considered that
having the basic controls in the line of sight at all times would reduce the workload evoked
by gaze shifts. However, we realized that it also led to unintentional activations derived
from the unawareness of the cursor’s location. We noticed that this led to higher levels of
frustration expressed by the IMD, which could evoke a feeling of lack of agency.

5. Participants with and without Motor Disabilities: Learning Points

We present learning points when comparing the experiences of people with and
without disabilities with our robot teleoperation concept. We grouped them in three
different topics that may provide a bigger picture of pragmatic factors to consider when
handling experiments with these two different groups of participants.

5.1. Re-Evaluate the Experimental Metrics

Handling experiments with people with and without disabilities brings a pertinent
question about the type of metrics to be collected when evaluating any given concept.
However, using the exact same objective metrics might not provide a real picture of the
experience of people with disabilities. For instance, in our study, the lack of acuity in one
eye did not always allow our participant to identify the virtual cursor and activate the
basic robot controls. This led us toward not considering metrics such as time or distance
in the evaluation. Instead, we emphasize the subjective impressions when using our
teleoperation concept. Hence, we highlight the relevance of collecting subjective measures
and qualitative analysis when carrying out studies with people with disabilities. We
consider that qualitative analysis and subjective measures point at specific design decisions
that could challenge the usability of a solution for people with disabilities.
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5.2. Beware of the Bias

PMD may often feel excluded from design decisions in technology and most of them
are eager to participate in design sessions as well as user studies, but it could also lead
to a rather positive bias. For instance, Miss L. provided several positive comments about
our augmented hands-free teleoperation concept reflected in the questionnaires used and
the interview. However, during our observations, she struggled to teleoperate the robot
because of the factors we previously mentioned (voice’s volume and not being able to see
the cursor at all times). This leads us to consider that her vast and positive experiences
with robotic arms together with being involved in design sessions might have played a
determining role. Although we call for caution about this positive bias, it also shows the
influence of including participants in design sessions as a way to reduce fear or negative
bias toward robots and even contributes to the notion of “design for empowerment” of
people with disabilities [27].

Miss L.’s experience leads us to consider that individual and situational characteristics
have a major influence on the impressions of interaction concepts. This aligns with previous
findings of such factors in modality choices and may be even applied to general interaction
concepts [28]. That is why we suggest performing periodical tests to familiarize participants
not only with the technology but interaction concepts. We consider that this would allow
reducing the influence of external and internal factors, e.g., individual characteristics of
participants.

5.3. Consider Variability in Abilities Evoking Different Experiences

We believe that our findings emphasize the importance of usability testing and per-
forming studies with people with disabilities, as it identifies problems that only PMD could
possibly experience. Our results regarding hands-free multimodal teleoperation lead us to
design to allow for multiple options in teleoperation. This can reduce the impact of having
differences in participants’ abilities and could even mitigate fatigue factors. For instance,
in the morning, voice commands and head movements could be used as input modalities
for teleoperation, and by the end of the day, when the voice may be feeble, the GUI could
allow using solely head movements with a context menu displayed at the cursor. Therefore,
we consider that presenting a base interaction that allows for multiple adaptations could
improve the subjective experience of teleoperation and possibly performance.

6. Limitations

Our main limitation is presenting a single-subject study. We initially planned to carry
out the study with more PMD. However, the impact of SARS-CoV-2 hindered us from
inviting more participants as most of them belong to the high-risk group from this disease.
Nevertheless, we align with Busso et al. [29] who remark the relevance of single-case
studies to indicate intersubject variability.

In retrospect, we could have rescheduled the appointment for the experiment to
minimize the effects of the situational characteristics of Miss L. However, it would have
added more burden to our participant, as she needs special assistance and transportation
to attend to experiments outside of her home. Therefore, we decided to carry out the
experiment and report the subjective measures collected together with some reflections on
her experience.

7. Conclusions

All in all, our findings align with Holloway’s philosophy of “one size fits one” [15], as
they point toward the absence of a design or interaction concept that allows people with
and without disabilities to achieve the same level of performance or experience. In fact,
there might not even be a singular design for a group of people sharing a diagnosis.

In this paper, we present the impressions of an augmented multimodal teleoperation
concept from the perspective of a person with motor disabilities, Miss L. These suggest the
potential of including AR in HRI for PMD and the challenges that may arise from certain
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design decisions, e.g., presenting robot controls within the line of sight and the use of voice
commands. Further, we put in context the experiences of people without motor disabilities
with those of Miss L. This led us to provide three learning points when evaluating an
interaction concept with people with and without disabilities: (1) re-evaluating the metrics
used to measure performance, (2) being aware of the bias, and (3) considering abilities’
variability which evokes different experiences. Finally, our findings do not intend to present
a definite conclusion about interaction design decisions but aim to enable discussions about
the perspectives of people with disabilities in HRI design.
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