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ABSTRACT 
 

Technology known as deepfake (DT) has reached an entirely new level of complexity. 
Cybercriminals now have the ability to modify sounds, images, and videos in order to mislead 
individuals and businesses and spread false information. This constitutes a rising threat to 
international organizations as well as individuals, and it is imperative that something be done about 
it. This article presents an overview of deepfakes, discussing their usefulness to society as well as 
the operation of DT. This article focuses on the dangers that can be posed by deep fakes to the 
economic, political, and legal institutions of countries all over the world. In addition to this, the study 
will investigate various solutions to the problem of deepfakes, and it will finish by discussing 
potential directions for further research. 
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1. INTRODUCTION 
 

Deepfake technologies (DT) have come into 
existence as a direct result of developments in 

artificial intelligence (AI) [1,2]. These 
technologies present a huge risk to institutions all 
over the world. Deepfake is a term that refers to 
a technology that is built on AI that has the ability 
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to change images, audio, and video content in 
order to represent an event that did not actually 
take place. For example, it is becoming 
increasingly usual for the faces of politicians to 
be edited onto the bodies of other people, who 
then appear to say things that the politicians 
have never actually said. This expanding 
phenomenon has been used in political contexts 
to misinform the public on a variety of subjects, 
and it is only going to continue to do so. Take, for 
example, the use of a deepfake video by a 
satirical television show in Italy directed against 
Matteo Renzi, the current Prime Minister of Italy. 
In the footage that was circulated on social 
media, he could be seen belittling other 
lawmakers. As the video became viral online, an 
increasing number of people started to assume it 
was real, which resulted in fury among the 
general population [3,4]. “Deepfakes have also 
been used by cybercriminals to impersonate 
Chief Executive Officers (CEOs) at firms in order 
to trick staff, typically those working in finance 
departments, into transferring money to bank 
accounts controlled by the scammers” [5,6]. The 
vast majority of deepfake alterations are created 
for use in entertainment mediums such as films, 
videogames, and instructional videos [7,8]. 
Cybercriminals, on the other hand, have found 
ways to exploit the technology in order to mislead 
organizations and individuals and commit fraud. 
In addition, the production of such deep fakes 
demands knowledge in addition to specialized 
computer software and technology [9,10]. 
However, the existence of freely available 
software like "FaceSwap" and "Reface" has 
made it possible for unskilled individuals to 
participate in media manipulation for the sake of 
either enjoyment or harmful intent [10-12].  
 

Deepfake technology can be used to create 
synthetic media that is so convincing that people 
cannot tell the difference between it and the real 
thing. It is a relatively new field of research, and 
academics from both academia and industry 
have contributed deepfake databases, as well as 
synthesis and detection algorithms, all of which 
have contributed to the rise in popularity of deep 
fakes [13,14]. “Deepfakes are the outcome of 
artificial intelligence (AI) applications that merge, 
combine, replace, and superimpose photos and 
video clips to generate fake videos that look to 
be legitimate” [15]. Deepfakes take advantage of 
current developments in deep neural networks to 
produce artificial media that is extremely lifelike 
[16]. When deepfake technology is applied to 
movies or still photos, it is possible to replace the 
face of a person with that of another person while 

leaving very little evidence of manipulation [17]. 
According to Cho and Jeong [18], the 
development of deep learning has rendered 
previously established phony face detection 
systems susceptible. 
 

“The availability of deepfake datasets, as well as 
synthesis and detection techniques, has made it 
possible for the community and even less 
experienced users to construct realistic 
deepfakes. This, in turn, has resulted in an 
enormous increase in the amount of popularity 
deepfake videos have in the wild” [19]. 
Deepfakes that are convincing can swiftly reach 
millions of people and have a harmful impact on 
our society [20]. This is made possible by the 
reach and speed of social media. 
 

The increase in the volume of scholarly material 
that is relevant to deepfakes research has also 
been a reflection of this expansion. In addition to 
the technological aspects associated with the 
production and detection of deep fakes, the 
ethical, social, and legal implications have also 
been meticulously explored. There have already 
been some reviews written in particular sectors, 
such as the creation and detection of deepfakes 
[21], law [22], forensics [23], and social impact 
[24], to name just a few of these areas. 
Nevertheless, none of them considers the entire 
breadth of research fields in deepfakes, which 
we believe might be highly valuable for 
academics who intend to work on this research 
issue [25]. Despite the fact that it is still relatively 
young, research into deepfakes is a rapidly 
expanding field of study. Within this field, the 
research topics and how they relate to one 
another are continuously shifting over time, and 
new tendencies are emerging [26]. Researchers 
working on deepfakes come from a wide range of 
diverse academic and professional backgrounds, 
judging by the numerous subfields of research 
that are being conducted. In addition to the 
present tendencies, it is interesting to investigate 
the financing opportunities, since this can assist 
focus the study effort [27,28]. 
 

2. LITERATURE REVIEW 
 

The technology that is deployed in the fight 
against deep fakes can be broken down into 
three distinct categories: 
 

(1) The detection of the deep fake;  
(2) The authentication of the published material; 

and  
(3) The prevention of the distribution of content 

that may be exploited for the development of 
deep fakes. 
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“Despite the rapid expansion of technology for 
the detection and verification of deep fakery, 
which is gaining foothold quickly, the capacity to 
produce deep fakes is increasing far faster than 
the ability to detect them. This is despite the fact 
that the technology is gaining ground swiftly. 
Because the creation of Deepfakes can be done 
with malicious intent, the detection of these fakes 
presents a potential threat to system security”. 
Taha et al. [107] describe “a variety of creation 
and detection approaches that are currently 
being researched in Deepfake”. “These methods 
make use of a variety of techniques, including 
Convolutional Neural Networks (CNN), Recurrent 
Neural Networks (RNN), Long Short Term 
Memory (LSTM), and a number of other similar 
methods. These strategies provide a backbone 
for the creation of a new scheme that would be 
both more compactable and precise in the 
identification of Deep fakes” [29,30]. Zhiming and 
colleagues present “a method for detecting 
Deepfakes that is built on MesoNet and includes 
a preprocessing module. In this procedure, the 
low-frequency signals in the image are filtered 
out, but the high-frequency signals that exhibit 
apparent variations are kept”. “This results in a 
greater contrast in texture between the genuine 
and Deepfake-generated versions of the image” 
[31,32]. Hina et al. provide “a comprehensive 
description of the different techniques that may 
be applied to the detection of deep fakes, which 
assists in mitigating the detrimental 
consequences that are caused by deep fakes”. 
“According to the findings of the study, machine 
learning and deep learning models such as CNN 
and its variations, SVM, LR, and RF and their 
variants are quite helpful in discriminating 
between real and fraudulent information that is 
presented in the form of photographs and videos” 
[33,34]. Xiaojun Li and his colleagues have 
developed “a CNN-based model that is capable 
of effectively recognizing videos that are 
dishonest by taking into consideration three 
distinct categories of characteristics. These 
categories are content features, uploader 
features, and environment features”. “The 
findings of the trials showed that each of the 
three categories of features makes a significant 
contribution to the process of identifying 
fraudulent video footage” [35,36]. 
 
Ammar Elhassan et al. provide “a detailed 
method and software implementation for 
identifying falsified videos made with Deep 
Learning technology” [37].  “When it comes to the 
creation of fake videos, this method depends on 
the exploitation of teeth and mouth movement as 

differentiating qualities” [38]. “Both of these 
characteristics continue to be very difficult to 
perfect. Separating the user video into frames 
and then preprocessing these frames with 
InceptionResNetV2 and LSTM is the basis for 
the technique that Priti Yadav proposes for 
automatically detecting deep fake” [107]. This 
technique can be found in her presentation. The 
video of the user was broken up into individual 
frames so that this method could be devised. 
This method analyzes every video by making use 
of a convolutional LSTM system. Additionally, it 
helps in distinguishing deepfake faces that have 
been manipulated, which prevents real persons 
from being defamed [39]. Kai Hong and Xiaoyu 
Du correlate the deepfake artifacts with some 
common noises as a strong tool to comprehend 
the unseen artifacts by using the Deepfake 
Artifact Discrepancy Detector (DADD) approach 
[40]. This method allows the authors to 
understand objects that are not visible to the 
naked eye. Njood and Abdul build a model that is 
capable of classifying the content (photos) of 
Instagram in order to recognize any potential 
dangers and fabricated shots. In order to build 
the model, we made use of deep learning 
strategies, notably the Convolutional Neural 
Network (CNN), the Alexnet network, and 
transfer learning using Alexnet [41]. If the 
adversary has complete or even partial 
knowledge of the detector, it is easy for them to 
circumvent the currently utilized methods that are 
regarded as the state-of-the-art for Deepfake 
detection [42]. Recently, there has been a lot of 
interest shown in authenticating digital images, 
music, and videos. This is owing to the fact that 
this content is exchanged via insecure media 
such as the internet and various forms of 
computer networks. Authentication solutions for 
digital photographs, music, and movies have 
garnered a lot of attention recently. The study on 
authentication tactics can be divided into two 
categories: those that use digital signatures, and 
those that use digital watermarking [43]. Each of 
these can be further subdivided into 
subcategories. Sulong Ge and his colleagues 
have come up with a solution for an end-to-end 
document picture watermarking system that 
makes use of the deep neural network. To 
provide a bit more clarity, an encoder and a 
decoder are developed in order to allow for the 
embedding and extraction of the watermark. A 
noise layer has been incorporated into the 
program in order to simulate the myriad of 
dangers that a user might face in the outside 
world. Cropout, dropout, gaussian blur, gaussian 
noise, resize, and JPEG compression are some 
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of the attacks that fall under this category [44,45]. 
Hong-Jyh et al. have come up with the idea of a 
wavelet-based watermark casting method in 
addition to a blind watermark retrieval method. 
Both of these methods have been offered. An 
adaptive watermark casting method is developed 
in order to first locate significant wavelet 
subbands and then select a couple of significant 
wavelet coefficients included within these 
subbands in order to insert watermarks. This 
method aims to detect significant wavelet 
subbands as quickly and efficiently as possible. 
This procedure is carried out numerous times 
until substantial wavelet subbands are 
discovered [46,47]. 
 
The findings of the studies show that the 
embedded watermark is resilient against a wide 
variety of attacks, including signal processing 
and compression [48]. Salam has suggested a 
unique new strategy for the process of video 
watermarking that is founded on SLT, CT, and 
DCT. When it comes to the most significant 
feature of the recommended method, which is 
the linkage between security, robustness, and 
imperceptibility, this has been accomplished by 
integrating the properties of all of the many 
transformation techniques that have been 
employed. This was done in order to achieve the 
aforementioned goal. The proposed method has 
demonstrated that it is useful and suitable for use 
in applications that require copyright protection 
as well as content authentication [49]. Cascading 
two well-known transformations, the discrete 
wavelet transform and the singular value 
decomposition, allowed Ali to propose an 
undetectable and robust method for audio 
watermarking[50,51]. This method was based on 
the cascading of the transforms. The purpose of 
this method was to make it possible to secure 
one's intellectual property rights when digital 
audio is sent. Seyed and his colleagues have 
come up with a unique new approach for 
encrypting photos that is founded on the SHA-
512 hashing algorithm [52, 53]. The core idea 
that lies at the heart of the method is to encrypt 
one half of the picture with the data from the 
other half of the image, while employing the other 
half of the image as the key. The algorithm is 
distinguished by its high level of security [54], 
which is also one of its distinctive qualities. Li 
Weng and his colleagues have developed a 
method for hashing films, which they have 
proposed. With this method, a hash value of 180 
bits can be generated for movies of any running 
time. It may be deduced from the fact that the 
hash value is unaffected by common signal 

processing and suffers only very slight geometric 
distortion that the method is working effectively 
[55]. Applications that involve broadcast 
monitoring and database search could benefit 
from the utilization of a robust video hash 
function, as suggested by Baris et al. Within the 
context of this method, the 3D-DCT transform of 
video sequences is partitioned into low-frequency 
components. The work in question lends both 
uniqueness and tenacity to the video in question 
[56]. Despite this, these strategies are not the 
only ones that may be employed to fight the 
issue of deep fakes; there are many others. 
Therefore, it is extremely necessary to take part 
in awareness exercises and training in order to 
protect oneself from the early signs of a 
deepfake attack. As a consequence of this, the 
research presented here offers a number of 
potential solutions to the problem of deepfake 
[57]. In addition, we go over the processes 
involved in both the production of deep fakes and 
the identification of them. 
 

3. HOW AI DEEPFAKE TECHNOLOGY 
WORKS 

 

Deepfakes are created by employing various 
methods of deep learning, such as generative 
adversarial networks, in order to digitally change 
and replicate a real person. Some examples of 
malicious behavior include imitating a manager's 
orders to staff, fabricating a message to a family 
that was in need of assistance, and spreading 
bogus embarrassing images of persons [58,59]. 
 

There have been an increasing number of 
incidents like this one as deep fakes get 
increasingly convincing and difficult to spot. In 
addition to this, it is now much simpler to produce 
them as a result of developments made to tools 
that were first developed for lawful objectives 
[60,61]. One company, Microsoft, for instance, 
has recently introduced a new language 
translation service that can simulate the voice of 
a human speaking another language. However, 
the fact that these tools also make it simpler for 
malicious actors to interfere with corporate 
operations is a major cause for concern. 
Thankfully, the technologies that can detect deep 
fakes are also getting better. Deepfake detectors 
are able to search a video for telltale biometric 
indications, such as a person's heartbeat or a 
voice made by human vocal organs as opposed 
to a synthesizer. Ironically, the same 
technologies that are being used to train and 
improve these detectors right now could one day 
be used to train the next generation of deepfakes 
as well [62,63]. 
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Fig. 1. Worldwide Fraud Identification report 
 

In the meanwhile, organizations can take a 
number of actions to prepare for the growing 
frequency and sophistication of deepfake 
attacks. These steps range from simple training 
of personnel to recognize symptoms of these 
attacks to the implementation of more advanced 
authentication and security tools and procedures 
[64,65]. 
 

Deepfake attacks can be separated into four 
general categories, according to Robert Scalise, 
global managing partner of risk and cyber 
strategy at Tata Consultancy Services (TCS): 
 

• Misinformation, disinformation and 
malinformation. 

• Intellectual property infringement. 
• Defamation. 
• Pornography. 
• Deepfake attack examples 

 

According to Oded Vanunu, head of products 
vulnerability research at IT security vendor 
Check Point Software Technologies, the first 
significant deepfake attack occurred in 2019 [66]. 
This information comes from Vanunu [67]. 
Hackers successfully impersonated a phone 
request from a CEO, which led to a bank transfer 
of 243,000 dollars. Because of that event, 
financial institutions were required to be more 
watchful and to take additional safeguards, while 
cybercriminals continued to increase their level of 
sophistication [68]. 
 

In the year 2021, dishonest individuals 
successfully conned a bank manager into moving 
a staggering $35 million to a bogus bank 
account. "The criminals knew that the company 
was about to make an acquisition and would 
need to initiate a wire transfer to purchase the 
other company," said Gregory Hatcher, founder 
of the cybersecurity consultancy White Knight 

Labs. "The criminals knew that the company was 
about to make an acquisition and would need to 
initiate a wire transfer." The crooks carried out 
their plan with pinpoint accuracy, and the bank 
manager was able to transfer the monies [69]. 
 

Sam Crowther, founder and CEO of bot 
prevention and mitigation software vendor 
Kasada, stated that the most recent generation 
of bots are utilizing deepfake technology in order 
to avoid being discovered. "Deepfakes, when 
combined with bots, are becoming an 
increasingly dangerous threat to our social, 
business, and political systems," he explained. 
"Bots help spread fake news." Deep fakes are 
becoming increasingly convincing and accessible 
as a result of recent developments in artificial 
intelligence (AI) and malevolent automation, and 
they are disseminating misinformation on a scale 
that was previously unfathomable. For example, 
the pro-China propaganda operation known as 
Spamouflage makes use of bots to generate 
phony accounts, share deep bogus movies, and 
disseminate false material throughout many 
social media sites [70-72]. 
 

4. DEEP FAKE DETECTION 
 

Deep fake detection is an area of research that is 
just entering its formative stages as 2018's first 
few months’ progress. There are two distinct 
classifications of approaches to take [73,74]. 
Biological signals: Several researches have 
explored abnormal movements in deep fake 
videos, such as a lack of blinking, facial 
deformities, and erratic movement. Among these 
anomalous actions is a lack of facial expression. 
These methods might be improved by making a 
few straightforward adjustments to the 
procedures involved in the production of the 
video, such as adding blinking [75,76]. 
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Fig. 2. Deepfake prevention 
 
Pixel Level Irregularities: There is a broader 
spectrum of research that extracts faces and 
uses various types of deep learning to target 
intra-frame or inter-frame inconsistencies. This 
research aims to address pixel level irregularities 
[77]. These researches are published in a 
number of scholarly journals, which can be 
accessed online [78-81]. Although many of these 
algorithms perform brilliantly on certain kinds of 
manipulations, they are unable to generalize to 
many and unknown forms of deep fakes, which is 
a quality that is needed for open-world detection 
and is missing from many of these techniques. 
None of the strategies that have been suggested 
for identifying deep fakes have yet been 
developed into an actual instrument that can be 
deployed for detection purposes in the real world. 
To the best of our knowledge, there has also 
been no research carried out on the topic of how 
to successfully develop such a tool for use by 
journalists [82]. 
 

5. ANALYZING THE TECHNOLOGY 
 
There have already been a great number of deep 
fakes that have been successful. Despite this, 
there are very few, if any at all, specific variables 
that can be used to describe what constitutes a 
good deep fake. The testing environment that we 
have constructed is meant to provide lucid details 
on the current state of deepfake technology as 
well as the picture material requirements for 
producing convincing fakes. Research projects 
are currently being carried out with the goal of 
determining the limits of the technology that is 
already available [83-85]. The findings of this 
research are determined by a wide range of 

criteria. The following criteria have been devised 
in order to evaluate whether or not these 
prerequisites have been satisfied: 
 

• The total number of images in the 
collection 

• The overall illumination conditions that are 
present 

• The quantity and quality of the material 
that was used as a source 

• The direction in which the source material 
was oriented; 

• Differences in the characteristics of the 
face; 

• Things that run into each other and overlap  
 

5.1 The Possible Threats of Deep fakes 
 
Deep fakes provide a huge threat to our society, 
political system, and the corporate sector for a 
variety of reasons, some of which are listed 
below: They impede citizen trust toward 
information provided by authorities; they threaten 
national security by spreading propaganda and 
interfering in elections; they put pressure on 
journalists who are already struggling to 
differentiate between real and fake news; and 
they raise cybersecurity issues for individuals 
and organizations [86,87]. 
 

1) They impede citizen trust toward information 
provided by authorities.  

2) They threaten national security by spreading 
propaganda and interfering in elections.  

3) They put pressure on journalists who are 
already struggling to differentiate between 
real and fake news 
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6. THE BENEFITS OF DEEP FAKE 
TECHNOLOGY 

 
The film industry, the educational media and 
digital communications industry, the gaming and 
entertainment industry, the healthcare and social 
media industries, the material science industry, 
and a variety of business fields such as the 
fashion and eCommerce industries all stand to 
benefit from the implementation of deepfake 
technology. The motion picture industry stands to 
gain in a variety of different ways from the 
implementation of deepfake technology. For 
instance, it can be beneficial in the process of 
producing digital voices for actors who have lost 
their own due to sickness, or it can be helpful in 
the process of updating film footage rather than 
reshooting it. Both of these processes are 
examples of when this technology can be used. 
When it comes to post-production, filmmakers 
will have the ability to make use of advanced 
face editing software in addition to special effects 
software. Additionally, the quality of amateur 
videos will be able to be improved to a level that 
is comparable to that of videos created by 
professionals. In addition to this, they will be able 
to produce new movies that star actors who have 
already passed away. In addition, the Deepfake 
technology makes it possible to create automatic 
and convincing voice dubbing for films in any 
language. This opens the door for a far larger 
range of individuals to find enjoyment in watching 
films and other types of instructional media. An 
educational campaign that featured David 
Beckham in 2019 and was targeted at increasing 
awareness about malaria was able to break over 

language barriers by using visual and voice-
altering technologies to make him appear to 
speak various languages. The overall goal of the 
advertising was to raise awareness about 
malaria [88-91]. 
 
Similarly, the deepfake technology may translate 
speech while concurrently modifying face and lip 
motions during video conference calls. This can 
increase eye contact and provide the impression 
that everyone is speaking the same language. 
This has the potential to eliminate any linguistic 
obstacles that may arise during these calls. The 
underlying technology that enables deep fakes 
makes it possible for online games and virtual 
chat worlds to have better telepresence, natural-
sounding and –looking smart assistants, and 
digital doubles of actual people. This helps to 
foster the growth of human connections and 
interactions that are more positive and 
constructive within the digital world. Along these 
same lines, it's possible that advances in 
technology could have positive implications in the 
fields of social work and medicine. Deep fakes 
can help people cope with the sadness that 
comes with the loss of a loved one by digitally 
"reviving" a deceased friend or loved one. This 
can be a comforting experience for those who 
have suffered such a loss. This may make it 
possible for someone who is grieving to finally 
say goodbye to their loved one who has passed 
away. In addition to this, it may be able to 
digitally replace a lost limb on an amputee or 
enable transgender people to view themselves 
more properly in the gender identity that 
corresponds to their desired gender [92-95].

 

 
 

Fig. 3. Deepfake uses 
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Patients diagnosed with Alzheimer's disease 
could potentially benefit from the use of deep 
fake technology, which would enable them to 
interact with a younger version of themselves 
that they may remember. Researchers are also 
investigating GANs for their potential to be 
employed in the synthesis of virtual chemical 
compounds, which would speed up the process 
of scientific and medical discovery. This would be 
beneficial for a number of reasons. GANs are 
being used to search for and find X-ray 
aberrations. Because of the significant ways in 
which it has the potential to change eCommerce 
and advertising, businesses are captivated by 
the idea of brand-applicable deep fake 
technology. For instance, fashion companies 
may use "supermodels" who are not genuinely 
supermodels in order to display their wares on 
models with a variety of skin tones, heights, and 
weights. This is done in order to appeal to a 
wider audience. The technology enables virtual 
fitting so that customers can see how an outfit 
will look on them before making a purchase, and 
it can generate targeted advertisements for 
fashion that change depending on the time of 
day, the weather, and the person viewing them 
(FRB02; FRB07). Additionally, deep fakes make 
it possible to create highly personalized content 
that transforms customers into models. The 
technology enables users to not only make digital 
clones of themselves and have these personal 
avatars travel with them across stores, but it also 
enables users to try on a bridal gown or suit in 
digital form and then virtually experience a 
wedding venue. In addition, the technology 
enables users to build digital clones of 
themselves and have these personal avatars 
travel with them across stores. People are able 
to make digital clones of themselves and have 
these personal avatars travel with them across 
stores thanks to a new technology that allows 
consumers to try on items online. This 
technology also enables people to create digital 
clones of themselves and have these personal 
avatars travel with them across stores. In 
addition to this, AI is able to provide a variety of 
artificial voices that can be utilized to differentiate 
between companies and their products, which 
simplifies the process of branding [96,97]. 
 

7. PREVENTING DEEPFAKE ATTACKS 
 
Phishing attacks can easily be launched against 
users, and it will be significantly more difficult to 
detect deepfake phishing attempts. Training in 
cybersecurity awareness is one of the most 
fundamental aspects of any security program, 

and those that don't contain it are deficient. Be 
sure to include information on how to identify a 
fake when writing your article [98-100]. 
 
This is a lot less complicated than you could 
possibly think it is. The technology that makes 
these assaults possible is efficient, but it is not 
infallible by any means. During the course of a 
webinar, Raymond Lee, who is the Chief 
Executive Officer of FakeNet.AI, and Etay Maor, 
who is the Senior Director of Security Strategy at 
Cato Networks, highlighted how tough it is to 
improve facial characteristics. In particular, they 
concentrated on how difficult it is to produce an 
exact duplicate of an individual's eyes. If the 
eyes look funny or the movement of the facial 
features looks off, there is a good chance that 
the image has been edited in some way [101]. 

 
The highest possible standards, along with an 
utter lack of faith in anyone else. Verify all that 
you think you see. Verify the message's origins 
using a minimum of two different methods. 
Conduct a search for images and make an effort 
to locate the original if at all possible. In spite of 
the significance of technology safeguards, there 
are also alternative methods available for 
protecting against Deepfake videos. Surprisingly 
effective against Deepfake are even the most 
fundamental security techniques [102,103]. For 
instance, the incorporation of automated checks 
into any process involving the distribution of 
funds would have significantly lowered the risk of 
falling victim to frauds like Deepfake and others 
like it. In addition to that: 

 
• It is important that you let your friends and 

family know about the hazards of deepfake 
as well as how it works. Gain the ability to 
spot a Deepfake and instruct others on 
how to do the same. Make it a priority to 
stay informed on the latest news and 
consult sources of information that you can 
trust [104]. 

• "Trust, but verify" is an essential core 
practice that should be put into place. It is 
hard to guarantee that you will not be 
tricked, but you can prevent many potential 
problems by approaching voicemails and 
videos with a fair amount of suspicion. 
Keep in mind that if hackers start using 
Deepfake to get into household and 
corporate networks, the most important 
thing you can do to defend yourself is to 
follow fundamental cyber-security best 
practices. This is the most critical thing you 
can do to protect yourself in the event that 
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this happens. If you use strong, unique 
passwords for each account, you can 
assure that even if one network or service 
is compromised, it won't automatically 
affect the others. Additionally, doing 
regular backups protects your data from 
ransomware and enables you to recover 
data that has been deleted. Nobody wants 
Facebook hackers to be able to access 
their other online profiles and do anything 
they want with them. Utilize a dependable 
security suite such as Kaspersky Total 
Security to shield your personal computer, 
wireless network at home, and mobile 
device from threats that can be found 
online. With the Virtual Private Network 
(VPN) that is included in this package, you 
will be able to protect your computer and 
camera from malicious software and 
hackers. Because the use of deep fakes as 
an attack vector has just recently begun, 
cybersecurity teams still have time to 
create countermeasures before the 
methods that can be used to counter them 
grow more complex. As a direct 
consequence of this, you should now have 
one fewer thing to stress about [105,106]. 

 

8. CONCLUSIONS 
 
The advancement of computer vision and deep 
learning technologies has resulted in the 
introduction of rapidly developing methods that 
enable anyone to generate films and 
photographs that are both fake and extremely 
lifelike. These methods have been made 
possible as a result of the rapid expansion of 
these technologies. These types of technologies 
are typically referred to collectively as deepfake 
methodologies. Using the deepfake 
breakthrough, it is now possible to do face 
alteration in both videos and still images with a 
high level of realism. There has been a 
significant increase in the circulation of deepfake 
recordings across the internet, the vast majority 
of which target politicians or celebrity individuals. 
On the other hand, the research has shown a 
number of potential solutions that can be utilized 
to address the problems that are caused by 
deepfake. In this piece, we carry out a review by 
examining and comparing two different types of 
deepfake tools and models: (1) the significant 
academic contributions in the field of deepfake 
models, and (2) the commonly used deepfake 
tools. In addition to that, we have developed two 
distinct taxonomies for the deepfake models and 
tools. These models and tools are also compared 

with one another based on the algorithms that lie 
beneath them, the datasets that they have used, 
and their levels of accuracy. In addition to that, a 
number of obstacles and unresolved problems 
have been found. 
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